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Paccmampusaemes nogas mexnonozus npoeKmMupo8aHusi 60NPOCHO-OMBEMHBIX CUCHEM, NOCIMPOEHHBIX
HQ 0CHO8e DOILUUX 2eHepamueHblx A3bikosbix mooenei LLM (Large Language Models). Hccneoyiomes
nHedocmamxu LLM, 2nagnvim u3 KOmMopuix s6715emcsi OMCYmCmeue 8 Imux MoOeusix akmyaibHblX c8edeHul,
NOSABUBLUUXCS 8 UHPOPMAYUOHHBIX CEPBUCAX 30 CPABHUMETLHO HeOABHee BPEMS.

Hosas mexnonocus onupaemcs Ha cogpemenHblii N0OX00 K pazeumuio OOIbuux Mooeneil pecypcamu
HOBbIX AKMYATbHbIX unu cneyuguyeckux 3uanutl. Taxue cucmemvl noayyuiu nazeanue RAG-cucmem
dononnennoti cenepayuu (Retrieval-Augmented Generation, RAG). /[nsa ynyuwenus kavecmea ouanioeda 8 Hux
UCHONBL3YIOMCSL OONOAHUMENbHble 0a3bl OaHHbIX. ABMOPOM Cmambu Npediazaemcs UCNOab3068amy O0Jis
2eHepayul  HOBLIX Pecypco8 3HAHUL Memod PACUUPeHUs CeMAHmU4ecKo2o NpOCMpaHcmea npu
BEKMOPUBAYUY  ECECTHBEHHO-A3bIK0BbIX meKkcmog. OCHOBOU Memooa SGIAemcs CUcmema onepayuti Ha
MHOJICECMBe UePAPXUYECKUX HUCET, 2eHEPUPYeMbIX 6 Kauecmee CeMAHMUYeCKUx UHOEKCO8 ClOBAPHbIX
NOHAMUL U CIOBAPHLIX ONnpeldeleHull cobbimui. Omo Oaem B03MONCHOCMb 0o0jlee MOYHO BbIYUCIAMb
CEMAHMUYECKYI0  OIU30Cb  CLo8apHblX  KOHcmpykyui. Hoewitl  nodxoo, 6 uacmuocmu, Modicem
UCHONBL308AMbCSL 0151 CHEYUATUSUPOBAHHBIX NPEOMEeMHbIX 0bacmell.

Ilpoepammnas peanuzayuss NpeoioNCeHHOU mexHoro2uYu noayyuia eontowenue 6 RAG-cucmeme
IYuRAG v.1.0. Ilpu npoexmuposaruu 6wl 3a0€ticmeo8an paspabomanHblil agmopom paree Mooyib coopa
memamuyueckux kopnycog CorpusMining v.2.1, ocnogannviii na uncmpymenmapuu Googlesearch u
BeautifulSoup4 6 cpede Python v.3.10, Anaconda v.2.1. Kpome moeo, 6vin npumenen uncmpymenmapuii LLM
RoBERTa-transformers 4.7.

RAG-cucmema [YuRAG v.1.0 0aem 803M0O4CHOCHb 2eHepUPOBAmMb Pecypcbl 3HAHUL 8 NPeOMemHol 00-
nacmu «llonumuueckue nosocmu/Boopyoscennvle Kougauxmoly. Bonpocno-omeemuulii mooyns RAG-cuc-
memvl pacuiupsiem 803mMoxcHocmu cyujecmeyrougux LLMs.

Llenvto cmamvu sensemcs: npezenmayus H08020 memoda npoexmuposanusi RAG-cucmem Ha ocHoge
NPUMEHEHUSl UepapXudeckux uucel OIS PACUWUPEHUs CEeMAHMUYecKo20 NpoOCmMpaucmed 6 OOnbuux
HelpoCcemesbix 2eHePAMUBHbIX MOOEISX.

Knrouesvle cnoea: cenepayus OonoaneHHOU uHopmayuy, mMOeO0OUHSU UEPAPXUYECKUX YUCE,
Helipocemegble  MpAHCHOPMEPDl,  AHATU3 — eCMECMBEHHO20  A3bIKA, OHMONOSUYECKUe MAKCOHOMUL,
ceMaHmuyecKoe npoCmpaHcmao.
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BBenenune

bonbimne HelipocereBbie s3pikoBble Mojenu (Large Language Models, LLM) [1] naxonsTcs
ceiluac B HENPEephIBHOM U BeCbMa HWHTEHCHMBHOM pa3BUTHU. WX (QyHKIUOHA €XeroaHo
pacmupsiercs. Tak, HanpuMmep, 3TH MOJAEIU MOTYT MOYTH MOJHOCTHbIO 3aMEHHUTh IPOrPAMMHUCTOB
HAYMHAIOIIEr0 YpOBHA (junior) U CYHIECTBEHHBIM 00pa3oM pas3rpyxaroT padoTy MpOrpaMMHUCTOB
npojasunyroro yposHs (middle) GPT 4,5 [2]. Ha Texymem stane pasutus LLM, Takue kak
Gemini 2.5 Pro, naioT BO3MOXKHOCTb AHAJU3UPOBATh U BOCIPOU3BOJAUTH JAXKE ITUHAMUYECKOE
Bujieo [3, 4]. LLM BcraroT B 0/1MH psij ¢ nouckoBukamu ypoBHs Google n Yandex, mpeBocxoss ux
10 TOYHOCTU OTBETOB Ha (hakTorpaduyeckue 3armpochl U1 BO3MOKHOCTSIM pPEIICHHs] T€HEPAaTUBHBIX
3ajad.

B oTinume OT MOUCKOBUKOB OOJBLINE S3bIKOBbIE MOJIEIM HCIHOJB3YIOT 3MOEIAUHTU
(embeddings), npeacrapisiome coo60ii MHOrOMEpHbIE BEKTOPBI YUCEII, B KOTOPbIE MTPe0Opa3yroTcs
TaKHe CIOBApHbIE KOHCTPYKLUHU (TOKEHBI), KaK YacTH CJIOB, CJIOBA U CJIOBOCOYETAHUS. DTH BEKTOPHI
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uMeroT B LLM Ttohicsun u3MmepeHuil, GopMHUpYEeMbIX ISl OTPa)KEHUS CEMaHTUYECKOIO CXOJACTBA
CJIOBApHBIX KOHCTPYKLUH [5].

B 10 3xe Bpemsi coBpeMeHHbIe 00JIbIINE S3bIKOBBIE BOIIPOCHO-0TBETHBIE cUcTeMbI (QA Systems)
MMEIOT CYIIECTBEHHbIE HEOCTATKU:

— 00nasas MOUCTUHE TUTAHTCKUMU O0beMaMM TMOJE€3HOM HHGPOpMalMU, OHU COBEPIICHHO
HUYEro «HE 3HAI0T» O JOCTHKEHMSIX WIH IPOCTO COOBITUSAX, BOBHUKIINX OTHOCUTEIHHO HEAABHO;

— OHHU a0COIOTHO OECIOJIe3HBI B Y3KOCIEIUATU3UPOBAHHBIX 00JIACTAX 3HAHUHU, TEM OoJiee HE
MOTYT BJIaJIETh UHIMBUTHOM MM KOPHIOPATUBHONU MH(DOpMaLIUEl;

— IpU HEJOCTATKE 3HAHWW 3TU MOJENIM T'€HEPUPYIOT TaK Ha3bIBAEMbI€ «TaJUTIOLIMHALIUNY, T. €.
MBITAIOTCSI HA(paHTa3UPOBATh UTO-TO OYEHb [MOX0KEE HA MPABMWIbHBIN KBATU(PUIIMPOBAHHBINA OTBET;

— OTH CHCTEMbl HE MOTYT YKa3aTb MCTOYHHMK ITOJy4YEHHONW MMHU SKOHOMMYECKOM WM Jlaxe
aKaJeMHuecKoi nHpopMaLuu;

— TONBITKU J000y4yeHHs: Takux cucteMm (fine-tuning) NPUBOJAT HE TOJBKO K OOJBIINM
3aTpaTam, HO M K UH(OpPMaIIMOHHBIM cOO05IM 3a cUeT U3MEHEHHMsI (PaccorjacoBaHus) MOJYYEHHBIX B
pe3ysbTaTe NpeBapUTEIbLHOr0 00y4EeHHS YUCIOBbIX IMOEIAUHT OB.

KoMneHncupoBath nepeunciaeHHble CI0KHOCTU MPU3BaHbl HEABHO IMOSBUBIIMECS TEXHOJOTUU
MIPOEKTUPOBAHUS MHTEIEKTyadbHbIX RAG-cucrem pgomnonHeHHoil reHepauuu  (Retrieval-
Augmented Generation, RAG) [6], koTopble HMCHOJIB3YIOT Ul F'€HEpallud OTBETOB HA BOIPOCHI
JIOTIOTHUTENIbHbIE 0a3bl JAHHBIX, COJEPXKALIUE HOBYIO M CIEHUAIM3UPOBAHHYIO HH(MOPMAIHIO.
BompocaM mpoekTupoBaHMs TaKMX CHCTEM C IPUMEHEHUEM OpUTHHAJIBHOW MOAU(UKAIIIN
AMOEIIMHTOB B MEJIAX MoJIydeHust 00b11ero 3¢ (deKra mocBsIieHa HaCTOAIIAs CTAThs.

OcHoBHbIe NPpUHIUNBI TexHoJI0rulM RAG

CymectBennyto u BecbMa »3ddexTuBHyt0o wmoaubukanuio LLM momydmim B HOBBIX
apxutektypax QA cucreM, UCHOJB3YIOUIMX B JIONOJHEHHE K YK€ CYLUIECTBYIOIIEMY
MHCTpYMEHTapuio mporpamMMm-perpuBepoB [7]. Perpusepnr (Retrievers) sBistoTCs cpeacTBaMu
aBTOMAaTU3UPOBAHHOTO WUJIM aBTOMATUYECKOTO MOUCKa (parMEeHTOB TEKCTa (JOKYMEHTOB, a03alleB,
MpeIoKEHNH) u3 OOJBIION KOJUIEKUHMHU JaHHBIX, pEJIEBAaHTHBIX (COOTBETCTBYIOILUX IO
COJIEPKAHMIO) 33JaHHOMY I10JIb30BaTEJIEM BOIIPOCY.

ApxutexktypHo QA cucrembl coctosT u3 uHaekcaropa (Indexer), perpuepa (Retriever) u
reHepatopa oTBera (Answer Extractor). Ilpumepnas mnpocteilias apXuTeKTypHas cXema
npeAcTaBieHa Ha pucyHke 1. MaaekcaTop co3gaet uHaekc (Hampumep, ¢ ucrnosibzoBanueM TF-IDF,
BM25 unu BEKTOpPHBIX NPEACTABICHUN) JUIs BCEH KOJUIEKIMHM JIOKYMEHTOB. DTO IO3BOJISIET
OTBICKMBATh PEJIEBAaHTHBIE JOKYMEHTHI. PeTpuBep moiiyyaeT BONPOC MOJB30BATENS U MCHOJb3YET
MHJEKC IS MOUCKa HamOojee MOAXOAAIMX JOKYMEHTOB WM (hparMeHToB TekcTa. ['eHepaTtop
OTBeTa (4acTo MPOCTO BO3BPAILAIOIIMNA HYXHBIM (PparMeHT TEKCTa) M3BJEKAeT MpeirosiaraeMblii
OTBET U3 HAWJICHHOTO TEKCTA.

[Ipocreiine RAG-cucteMbl NpUHATO Ha3blBaTh HausHbiMu RAG-cucmemamu. B HuX npu
MHJEKcallM 00pabaThIBalOTCS pPa3HOTUIIHBIE JOKyMeHTHI, Takue kak doc, HTML, pdf, Excel
¢dainbl. Ilpu 3TOM HcHosib3yrOTCS mapcepbl W (UIBTPHI, BBIACIAIOIMIMNE W  OYHUINAIONINE
nHpopmanuio (ailiao, npeBpalias UX B IPOCTEHIINN TEKCT, KOTOPbIN pa30MBaeTcs Ha JIOKAJIbHBIE
(GbparMeHThl CTPOro OrpaHUYEHHOro pa3Mmepa (Hampumep, 512 OGaiit). TekcT BekTOpH3yeTCH,
npeoOpasysack B SMOEAIMHTH A3bIKOBBIMU LM-MoziensiMu, a 3aTeM COXpaHseTCsl B BEKTOPHOU 0aze
nanablx (BBJ]) mns panpHeiiniero nMH(OPMAlMOHHOTO MOWCKA MO KPUTEPUSM CEMaHTUYECKOM
onuzoctu [5]. 3ampoc mosib30BaTeNsl TaKkKE BEKTOPHU3YETCSs, BBIUMCISETCS €ro OMU30CTh K
nokymenTtam (¢parmentam tekctoB) BBJI. Jlns nanbHelimeit 00pabOTKU BBIAECISIOTCS Jiydiine N
(parMeHTOB, KOTOPbIE B IEPBOHAYATIBLHOM BHJIE HE MOTYT CIY>KUTh OTBETOM MOJb30BaTeN0. OTBET
¢dopmupyercss LLM-reneparopom, T. €. kakoi-nmubo roroBoir LLM, Ha BX0J KOTOpO# nepechlia-
I0TCA  HaiiieHHble (¢parMeHTbl (chunks) u mpoMnTel (MOACKa3KH, YTO HMMEHHO HY)XHO
CreHepupoBaTh B KauecTBe oTBeTa). LLM reHepupyer oTBeT Ha OCHOBE COOCTBEHHBIX 3HAHUH U
HalJEHHBIX PETPUBEPOM (PParMEHTOB, a TAK)KE IPOMIITOB.
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K memocrarkaMm HanBHBEIX RAG-CcHCTEM OTHOCSTCS:

— BO3MOXHbIE IOTEPU UHPOPMATUBHBIX (PPAarMEHTOB;

— YacToe HapyllleHHE CBA3HOCTU CMBICIOBON OpraHU3alluM TEKCTa;

— HECOTJIACOBAaHHOCTH MJIM TIOBTOP IME€peceKarouxcsi ()parMEeHTOB OTBETA;

— BKJIIOUYEHUE B Pe3yJIbTaT HEJOCTOBEPHBIX UJIM TOKCUYHBIX JIaHHBIX;

— TreHepalus TEKCTOB TOJIBKO U3 TOTOBBIX (PparMeHTOB, HCKII0Yas (OPMHUPOBAHHE HOBBIX
OTBETOB;

— BO3MOYHO€ OTCYTCTBHE OTBETOB IIPU OTKJIIOHEHUH BOIIPOCA OT U3BECTHOM cucteMe GOpPMBI.

[lokymeHTbI
®dparmeHTbl TeKcTa

Jlokymertl  —9> BEKTOpU3aLMn
[loxymenti

[Dlokymert N

LLM

BekTtopHas
6a3a faHHbIX

Mowuck

JOKYMEHTOB

PucyHnok 1 - [IpumepHasi apXuTeKTypHAasi cCXeMa MPOCTHIX BONMPOCHO-0TBETHBIX CHCTEM
Figure 1 — Approximate architectural diagram of simple question-and-answer systems

[lepeuncnenHble HEIOCTATKM BO MHOIOM yJaeTcsl MpeojoJieTh B 0ojiee MPOIABUHYTHIX
WHTEJUICKTYAJIbHBIX CHCTEMaX, Ha3bIBaeMbIX pazsumvimu RAG-cucmemamu (pUCyHOK 2).

Pa3Buthie RAG-cuctemMpl NpeBOCXOISAT HAMBHBIE CHUCTEMBI, MCIOJIb3ysd KOMOWHHUPOBAHHBIN
IIONCK B HECKOJBKO «IIPOXOJ0B». Peanmnsyercs npenBapuTeNnbHBII M YTOYHEHHBIH NMOUCK. [Ipum
MOMCKE B HUX HCIIOJIB3YIOTCS CIEAYIOIINE TeXHOI0THH [8, 9]:

— IPHUMEHEHUE METa/JaHHbIX (IONOJHUTENbHAsA HH(OPMaLUs O JaHHBIX);

— METOJl «CKoJb3smero okHay (sliding windows), B KOTOpPOM HETIOMEMIAIOIIHUIACS B TEH30P
peTpuBepa TeKCT pa30MBaeTCsl Ha MEePeKpbIBAIOIIKECS (PparMEeHThI ¢ OIPEIETICHHBIM MajlbIM [IaroM
(stride);

— napo6Has cermenTtauus (fine-grained segmentation), 3aKiIr04aromIascs B TOYHOM BbIJIEICHUU
HY)KHBIX ()parMEHTOB TEKCTa Ha JETAIbHOM YPOBHE;

— ONTHUMM3AIIMS BCETo Mpoliecca MOUCKa;

— HCIOJIb30BaHUE AlIPUOPHBIX I'paOB 3HAHUIM, OTPAKAIOIIUX OCHOBHBIE MOHITHSI IPEAMETHOM
00J1aCTH BOITPOCOB/OTBETOB.

ArentHoie RAG-cucTeMbl MPEBOCXOJAT paHEE MPEACTaBICHHbIE CHUCTEMBI, IOCKOJIBKY
HCIOJIb3YIOT CIIELIUaJIbHbIE MOJYJIN-areHThl, MO3BOJISIOLUIME HE TOJIBKO 00padaThiBaTh BONPOCH U
reHepUpOBaTh OTBETHl B CTAaTUYECKUMX HMH(MOPMAIIMOHHBIX pecypcax, HO M YUYUTHIBATh TEKYIIYIO
JUHAMHKY pa3BUTHsI COOBITUI. {151 3TOTO areHThl oOpamatoTcsi K BHEUIHUM CEpBUCaM, HalpuMep
HNutepner-nouckoBukaM, API-cepBucam M CTOPOHHUM peTpUBEpaAM. YIPOIIEHHAs ApXUTEKTypa
areHTHbIX RAG-cucTtem npuBesieHa Ha pUCYHKE 3.
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Pucynok 2 — ApxutekTypHasi cxema pa3BuThix RAG-cucrem
Figure 2 — Architectural diagram of advanced RAG systems

CpaBHEHHE OCHOBHBIX XapaKTEpUCTUK HaUBHBIX U pa3BUThIX RAG-cuctem naHo B Tabmune 1.

Tab6auua 1 — CpaBHUTe/IbHbIE XaPAKTEPUCTHKHN HAMBHBIX U pa3BUTHIX RAG-cucrem

Table 1 — Comparative characteristics of naive and advanced RAG systems
HausHble (mpocThie
(np ) PazButbie RAG-cucrembl
RAG-cucremsl
I'enepanms
3agaya cucremMbl [Touck peneBaHTHBIX pparMeHTOB
HOBOT'O CBSI3HOTO OTBETA
. Perpuse
I'naBHbIl MOAYIb Perpusep p . p
C TEHEPATUBHOU MOJIENBIO
Pe3syabrTar BriOpannsbiii pparMeHT TekcTa CBsi3HBIC TTPEATIOKEHUS
IIpumenenne LLM MuHuMasbHOE MakcumanbHOE
AKTYaJIbHOCTh Omnpenensercs BO3pacToM Hcnone3yrores
oTBeTa HWCXOJHBIX JIOKYMEHTOB AKTyaJIbHbIEC TAHHBIE
CioxHOCTH Ha ypoBHE HECKOJIBKUX Bosmoxen
KOMIIO3MIIMH OTBETA peneBaHTHBIX (PparMeHTOB CJI0>KHBIN CBSI3HBINA TEKCT

K ortnnuurtenbHBIM OCOOEHHOCTSM TaKUX CHUCTEM MOXKHO OTHECTH pPealu3alyio CIEAYHOIINX
(GYHKIIMOHAJIBHBIX 3a7au:

— HWTEpallMOHHOE YTOYHEHHE Pe3yJbTaTOB MOMCKA OTBETA C MOBBILICHUEM PEIEBAHTHOCTH;

— (QopMHpOBaHUE CIIOKHBIX MHOTOKOMIIOHEHTHBIX OTBETOB C pa3OMeHHeM OOImel 3amadu

IIOMCKA Ha ImoJ3aJa4du,
- pe(bJ'IGKCI/IBHaH CaMOOIICHKAa TI'CHCPATUBHBLIX PE3YJIbTATOB C HUCHPABICHUCM BO3MOXHBIX

OIMOOK WJIM HETOYHOCTEH;
— MYJbTHAr€HTHBIN MOUCK, TOMYCKAIONMNA OOIICHHE pa3HbIX areHTOB MEXKy COOO0H;

— HAOCTYII K BHCIIHUM INOCTOSAHHO MCHAIOIIUMCA CO BpEMCHEM I/IH(I)OpMaIII/IOHHBIM CCpBHUCaM.
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Pucynoxk 3 — ApxutektypHasi cxeMa areHTHbIX RAG-cucrem
Figure 3 — Architectural diagram of agent-based RAG systems
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AaHHbIX areHTbl

RAG-cucremsl ¢ 1onojiHeHHbIMU LL.M-opreHTHPOBAHHBIMH pecypcaMy 3HAHUM

RAG-cucrempl ¢ LLM-0opHeHTUPOBAHHBIMU pecypcaMu 3HaHUN SIBISAIOTCA e€lle OJHOMU
Pa3HOBUIAHOCTBIO COBpeMEHHBIX pa3BUThIX RAG-cuctem. Bce RAG-cructeMbl HCTIONB3YIOT BEKTOP-
HOE MPEJCTAaBIIEHNE JOKYMEHTOB, OTPA’KAIOIEe CEMAHTUYECKYIO 3aBUCHUMOCTh MEX/y OTIAEIbHBIMU
CJIOBAMH, CJIOBOCOUYETAHUSIMU U 0oJiee KpYIHbIMHM (parMeHTaMH TeKcTa. PazMedeHHbIe JOKYMEHTBI
C BBIJEJICHHBIMU, BO3MOXXHO I€PECEKAOIUMHUCA, (parMeHTaMHu CJIOBApHBIX KOHCTPYKIUI
CTAaHOBSTCS  UHTEJUIEKTYaJIbHBIMM  KJIACTEpaMM,  XpaHSAMMMH  (parMeHTbl OTBETOB  Ha
BCEBO3MOYKHBIE BOIIPOCHI IoJib3oBareneil. Kinacreprsl nomematorces B 6a3y JaHHBIX, UCIIOIb3YEMYIO
B JJaJIbHEHIIEM B MOUCKE JIOKYMEHTOB, KOTOPbIE MOTYT CIYXUTh MOJIXOJSAIIMM MaTepHalioM JUIs
OTBETa Ha BONpocC. TakuM CrocoOOM MPOU3BOIUTCS BHIOOpP JOKYMEHTOB, PEJIEBAHTHBIX HE TOJBKO
[0 KIIOYEBBIM CJIOBOCOYETAHUSAM, HO U IO CEMaHTHYECKOMY cXo0jAcTBY. HakoruienHslii Habop
JOKyMEHTOB (0a3a MaHHBIX) TMO3WIIMOHUPYETCS KaK pecypc 3HAHUL,  COCTABJISIONIUN
cojiepxkaTenbHyt0 0CHOBY RAG-cucteMsl.

Kpome GoJbIInX SI3bIKOBBIX MOJIENEN, PEICTABICHHBIX Ha PUCYHKE 3, HAa CETOAHSIIHUN J1€Hb
muaepamu LLM B oTkpbiTOM foctyne, npumeHsieMbiMu B RAG-cuctemax, OpUeHTUPOBAHHBIX Ha
pecypcbl 3HaHUM, sBisitoTcsa: MaziyarPanahi/calme-3.1-instruct-78b, dfurman/CalmeRys-78B-
Orpo-v0.1, huihui-ai/Qwen2.5-72B-Instruct-abliterated, Qwen/Qwen2.5-72B-Instruct [10].

Jst  popMupoBaHus pecypca 3HAHMKA U3 BHEIIHUX MCTOYHHUKOB HH(POpPMaMU OOBIYHO
WCIIOJIB3YETCs CIIOKHBIN MA0JIOH 3ampoca, GopMUPYEeMbIid B3 BOIpoca moJib3oBaTes. [Ipocrerimume
IpUMepbl TaKuX 1abaoHOB mpuBeaeHbl B [11]. OTOOp peneBaHTHBIX TOKYMEHTOB, Kak IpPaBUIIO,
SBJIIETCA CJIO)KHBIM MHOTOINPOXOJHBIM IPOLIECCOM, COCTOSIIIMM U3 HECKOJIbKMX 3TalloB,
00BbEIMHEHHBIX B €UHbIA KOHBeHep. Ha kaxaoM u3 3TarnoB BbIOOp YTOUHSIETCS PELICHHUEM TaKHX
3a/1a4, Kak:

— COTJIaCOBAaHHUE U MPUBEJEHHUE K €IMHOMY (OpMATy pa3InYHON MO TUIY HH(OPMALINY;

— ycTpaHEHHE U30bITOUHBIX U MepeceKarouuxcs GparMeHToB MaTepuaa;

— IpHUBEAECHHE K KOMIIAKTHOMY BHJAY €IMHOOOpa3HBIX NEpEeYUCIICHUH, Tabiaul, cTaTuc-
TUYECKUX CBOJIOK U T.II.;

— NPUMEHEHHE IPOMIITOB MPU HAJIMYMH CJIOKHOTO U3HAYAJIBHOTO BOIIPOCA MOJIb30BATENS;

— YCTpaHEHHME CUHTAaKCUYECKOU U JIEKCUYECKON OMOHUMUHU B (DOPMUPYEMOM OTBETE;

— ajanTauus OTBETa MOJ UHAUBHUAyallbHbIE 0COOCHHOCTH MM0JIb30BaTeNsl (IpU UCHOIb30BAHUHI
MOJIEJIeH MOJIb30BaTENEH ).
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Emie oHUM HOBBIM CIIOCOOOM TOBBILIEHHS] PEJIEBAHTHOCTU JOKYMEHTOB Uil (POPMUPOBAHUS
pECypCcOB 3HaHM, IpeliaraéMblM aBTOPOM HACTOSIEN CTaTbH, SBJsieTcs JomnosnHeHue RAG-
CUCTEM PaCHIMPEHHBIMU 3MOEJIMHIaMH CJIOBAapHbIX KOHCTPYKIMM. Ilpu 3TOM Takke BO3MOXKHO
IIPUMEHEHHE COOCTBEHHON JIOTMKKM 00paboTku 3HaHMi. Takoe paciiupeHHe 3akKiIdaeTcs BO
BBE/ICHUU B CEMAHTUYECKOE IMPOCTPAHCTBO S3bIKOBOM MOJENIM HOBBIX CMBICIOBBIX IPHU3HAKOB,
00pa3yoIuX HOBbIE PAa3MEPHOCTH ISl BKIIFOUAEMbIX B HET'O BEKTOPOB.

OTO0 0COOEHHO aKTyaJbHO MJIsi IpeIMEeTHBIX oOiactell nomoiHeHHOH (retrieval-augmented)
nH(pOpMalLUY, UMEIOIIEH CMBICIOBYIO CHEIU(PUKY CBSI3aHHYIO, HAIPUMEp, C BBISBICHUEM LIEJIEBOM
HaIpaBJIEHHOCTH HOBOCTHBIX CTaTeH BIMATEIBHBIX MEXIYHAPOAHBIX u3aaHuu [11].

[Ipu 3TOM HE TOJIBKO MOSBISETCS BO3MOMXHOCTb PETYJISPHOT0 OOHOBJIEHUS UH(POPMAIIMOHHBIX
pPECYpPCOB BOIPOCHO-OTBETHBIX CHUCTEM M YKa3aHHUS CCBHIJIOK HAa HCTOYHUKU CBEIEHUH, HO U
o0ecrieunBaeTcsi ONEPATUBHOCTh MOJIYYEHHs] HOBOM MHGOpMAIMK 32 CUET SKOHOMHYHON aanTaluu
RAG-cucrem. [leficTBUTENIbHO, TaKasi TEXHOJOTUs HEe TpeOyeT aoporocrosiiero n00o0ydyenus LLM
(¢aitnTronunra). Kpome toro, y aqMUHUCTPAaTOPOB MH(OPMALMOHHOIO pecypca U MHXKEHEPOB 10
3HAHUSIM TMOSIBISIETCS BO3MOXHOCTH J(PQPEKTUBHOTO BBISBICHUS (EeKk HOBOCTEW U Iielie-
HaIpaBJIEHHON TOKCHYHOCTH, BBEJECHHBIX aBTOpaMH MaTepHalioB NpU (OPMYIHMPOBAHUU HOBBIX
cBenenui [12].

B mpemnaraemoil TEXHOJOTHMM pacIIMpeHHe SMOEIMHra peaqu3yercs 3a CueT MPUMEHEHUs
OHTOJIOTMYECKOM CXEMbl CHEIUAIN3UPOBAHHON MpeIMeTHON 00slacTH, MOHATHS (CIOBAapHBIE
KOHCTPYKLMHU) KOTOPOM MPOUHIEKCUPOBAHbl HEPAPXUUECKUMH YUCIIAMHU, BIEPBbIC BBEJCHHBIMU B
[13]. Anst yopolieHusi MPOEKTHOTO PEIICHHUS OHTOJOTHYECKHUE CXEMBI MPEIaraeTcs OTPaHUYUTh
TOJIBKO TaKCOHOMUYECKUMH 3JIEMEHTaMU OHTOJIOTUM, B YaCTHOCTH, POJOBUIOBONH M HPUYMHHO-
CIIECTBEHHON TakcoHOMMsIMH. [1opoGHBIN mpHMep pOJAOBUIOBOM TaKCOHOMHUHU MpUBENEH B [7].
[Ipu cymecTBOBaHMM BO3MOXXKHOCTH CHOJIa MOXXHO J00aBUTh TaKKE€ MEPOHUMHUYECKYIO
TaKCOHOMMUIO, 0a3UPYIOLIYIOCS Ha OTHOIIEHUHU «YacTh-LIETI0E».

Kak u B Oosiee panHux paboTax aBTopa crathu [12, 13], npumepomM MOXKeET ObITH PparMeHT U3
IpeIMeTHON 001acTH «HOBOCTHBIE MYOJUKALMHU MEXIyHApOJIHON moauTHKu». WHIexkcupoBaHue
POJOBHUIOBOM TAKCOHOMHUHU OBLIIO pacCMOTPEHO paHee B [14].

@®parMeHT NPUYUMHHO-CIIEJICTBEHHOW TAaKCOHOMUHU «BOOPY)KEHHbIH KOH(MIUKT» IMpeacTaBiieH
pucynkoM 4. Ha pucyHke snemeHTamMH «-1» 0003HA4YeHbl pa3JeIUTENN i1 KOMIIO3UIMU
HEepapXUUYECKUX YUCEJ, COOTBETCTBYIOIUX OJHOMY COOBITHIO, a DJIEMEHTaAMH «-2» — pa3JelIuTeNb,
YKa3blBAIOIMK Ha HOBBIM YPOBEHb HEPAPXUMU B TaKCOHOMMM. Kaxknas BepmnHa HEpapxXuu
OTpa)kaeT KaKyro-ITM00 CIOBApHYIO KOHCTPYKIIHMIO, COOTBETCTBYIOLIYIO HOJUTUYECKOMY COOBITHIO.
PebOpa rpada 3amaroT NMPUYUHHO-CIEACTBEHHOE OTHOIICHHE MEXTy coObiTuamH. K BeprimHam
MPUKPEIJIEHbl HEpapXUUYeCKue HMHAEKCHI, Jalolue BO3MOKHOCTH C IOMOIIBIO METPUYECKOTO
QIrOpUTMa pacCUUTaTb CEMAaHTUYECKYIO ONM30CTh MOHATHM, COOTBETCTBYIOIIUX BepuinHaM. Camu
MOHSATHUS MOTYT OBITh BBIPAXEHBI CJIOBOCOYETAHUEM (CJIOKHOW CIIOBAPHOM KOHCTPYKIIUEH).
[Tpumepsr: «Ilonutnyeckas sckananusy, «Hauano BOOpyKEHHBIX CTOJIKHOBEHUII.

CyTb METPUUYECKOIO aIrOpUTMa BBIYUCICHUS CEMaHTHUYECKON OJM30CTH BEPIIMH 3aKIIOUAETCS
B OIpEIENIEHUU CXOXKECTH COOTBETCTBYIOIIMX HEPAPXUUYECKUX YKHCESl Ha OCHOBE CPABHEHMS HX
(GbparMeHTOB.

K mroboMmy TakCOHOMHMYECKOMY JAEpeBY, HE HMEIOIIEMY €IMHON KOPHEBON BEPILUUHBI,
BUPTYaJIbHO J00aBIsAETCS TMPEACTbHO abCTpakTHOE COObITHE (MOHSATHE) «HAYAJO COTBOPEHUS
MUpay.

Cxo’kecTh MOHSTHI-BEpPIIMH TEeM BbILIE, 4eM Ommke B Tpade TaKCOHOMHUU 3TU BEPIIMHBI
PacroJIO’)KEeHbl 1O BEPTUKAIM M TOpPU30HTaIM. CXO0XKECTh IOHATHI-BEPUIMH MOHMKAETCS TEM
Oosbile, yeM Janbllie JIpyr OT JApyra 3TH BEPIIMHBI PACIOJIOXKEHbl 10 TOPU30HTAIBHON H
BEPTUKAIBHON COCTaBIISAIOUIUM Irpada TAKCOHOMUH.

Jlist AByX COOBITHII BBIYMCISIETCS WX Omvkalmui oOmmii mpemnok. CoObITHSA, HE MMEIOIINe
oOLIMX TMpPEeAKOB, CUMUTAIOTCS HE3aBUCUMBIMU, M BEJIMYMHA WX CEMAHTHYECKOIO CXOJICTBA
MIPUPABHUBAETCS K HYIIIO.
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Pucynok 4 — IIpuunHHO-C/I€ICTBEHHAS] TAKCOHOMMUSI TOHSITHIA
npeaMeTHoi o01acTu «BoopykeHHBIH KOHPIMKT»
Figure 4 — Causal taxonomy of concepts in «<Armed Conflict» subject area

I'padmueckuii  cMmbicl  BEIUYMH, MPEIBAPUTENBHO  BBIYUCIAEMBIX IS ONpeAeTeHUS
CEMaHTHYECKOI'0 CXOJCTBA JIBYX COOBITHI, IPEICTAaBICH HA PUCYHKE 5.

Bbrunicnenue CceMaHTHYECKOro CXOJCTBA S il MOHATHUM, OMNPEAENSIONIMX COOBITHSA,
peainzyeTcs CleIyoIUM aIfTOPUTMOM, OCHOBAaHHBIM HA MPUYMHHO-CIIEICTBEHHBIX TAKCOHOMUSIX C
UepapXUYECKUMHU YUCIIaMU, SIBJISIFOIIMXCS] MHAEKCAMH BEPUINH TAKCOHOMUH.

1. Boruncnute xonumdyectBO G 0OLIMX BEPIIMH-IIPEIKOB JJISl JIBYX CPaBHUBAEMbIX IMOHSATUI
(COOTBETCTBYIOUIUX BEPIIHH).

2. Ecnu G =0, Benuuuna S = 0. 3aBepiiuTh alropuT™. MHaye npogoKuTh pelieHue.

3. BbIYMCIUTh KOJIMYECTBO IMPEIKOB 10 Oosiee riIyOoKoi 00Iel BepIIMHbI Ui CPaBHUBAEMBbIX
BEpIIMH, JeBoi u npasoi (L, R) cooTBeTcTBEHHO.

4. BblYMCIUTB Pa3HOCTb ATUX BEIUUYUH (HACKOJIBKO OJJHO COOBITHE paHbIlIe B TAKCOHOMHUH, YEM
npyroe) d = |L-R|.

5. BbruucnuTh MepapXu4ecKuil MHJEKC BEPIIMHBI, SIBISIIOIIEHCS IMpenKoM OoJiee TIyOOKoOM
BEpIIMHBI W3 JBYX CpPaBHUBAEMBIX, MpPUYEM [UIs TOrO IMIpeaKa, KOTOPBIH pacIoJIOKEH Ha
OJINHAKOBOM IIIyOMHE OT OOIIEro mpejaka JAjs MeHee ITyOOKOW BEPILHHBI.

6. BbruMcinuTh KOJIMYECTBO TOPU3OHTAIBHBIX BepUIMH H, nexammx MexIy BEepLUIMHOW C
BBIYHMCIIEHHBIM HMHIEKCOM U MEHee IJyOOKOW M3 M3HA4yajJbHO CpaBHUBAaEMBIX BeplIMH. Eciu 310
KOJIMYECTBO PaBHO HYyNmO, TO Oosiee riay0okash BepIIMHA SBJISETCS NPSIMbIM MOTOMKOM MEHeEe
riryookoit. Torna menee riryboka BepIirHa — 00U IPEIOK JABYX BEpIIHH.

7. BBIUMCIUTH YMCIIOBOE 3HAYCHHE CEMAHTHUECKOTO CXO0JICTBA MO popmyIie:

A=1/d+D)+1/(H+1))/2,

LA=1,

S(L,R,G) =
( ) G*A/Max,A#1.
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Pucynok 5 — I'paduyeckuii cMbICJI BeJIMYUH, BIYHCIAEMBIX J1JI51 ONIpeae/IeHusl
CeMAHTHYECKOI0 CX0ACTBA
Figure 5 — Graphical meaning of the values calculated to determine semantic similarity

Bonpmas yacTh MPUBEACHHOTO AITOPUTMa MOXKET OBITh pacCYMTaHa C TIOMOIIBIO alNreOphI
uepapxuyeckux uucen [15].

B kauectBe mpumepa MOKHO PacCMOTPETh BBIUYUCICHHE CEMAaHTHYECKOTO CXOJCTBA JUIS JIBYX
BEPIIMH TaKCOHOMUH, TPEJICTABICHHONW pHCYHKOM 4: «BoeHHble npectymienus/Hapymenus mpas
HaceneHus»  (wepapxwueckuid  mHmekc  -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0) u  «Pacmupenue
reorpauu/MHTEHCUBHOCTH 00eBbIX nercTBui» (-2.0.0-1.0.0.1.-1.0.2.-2.0.-2.1).

O0603HaunM JIEBYIO BEPIIHUHY KaK X, & IPABYIO KaK Y.

1. CormacHO CceMaHTHUKE airedpanvecKko orepanuu «°» MOXKHO BBIIACIUTH OJMKaiIero
oOuiero npeaKa 3TUX BEPIIUH:

x °y=-2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0 © -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.1 = -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.

OyHKUHUS «||» BRIUMCIEHUS KOJMYECTBA BEPILINH OT TEKYILEH BEPILIHUHBI 0 KOPHEBOM JacT B
pesynbTate 3Hauenue Benuuunsl G: -2.0.0-1.0.0.1.-1.0.2.-2.0.-2| = 3.

2. Tlockonbky G # 0, BEpIIMHBI X U Y UMEIOT HEHYJIEBOE CEMaHTHUECKOE CXOJICTBO.

3. Ucnonb3ys QyHkiuio «||», Beraucisem L u R:

L =-2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0| = 5, R = -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.1| = 6.

4. d =abs(L — R) =1, rae «abs» — aOcor0THOE 3HAYCHUE.

5. Inst BbIUMCIEHMS] MHAEKCA IpellKa BEpIIMHBI X, PACHOJIO)KEHHOTO Ha OJHOM YPOBHE C
BEPIINHOH Y, HEOOXOAMMO OT X MOJIHATHCS B TAKCOHOMUU Ha d BepiuH (anredpandeckas onepamus
«--»): -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0-- = -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.

6. ®ynknueit «Hor» MOXHO BBIYMCINTD YUCIO TOPU3OHTAIBHBIX BEPLIUH MEXY X U Y:

Hor (x, y) = Hor(-2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0, -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.1) = 1.
3aKII0UNTEIbHbIE BHIYMCICHUS IPOU3BOASTCS B OOBIYHOMN AECATUYHON aprU(pMETHKE:
A=1/(1+1) +1/(1+1))/2=0.5,S(5,6,3)=3*0.5/4=0.125,
IIOCKOJIbKY BelTMYMHAa Max = 4 BbIYMCISETCS KaK JUIMHA ITYTH OT KOPHEBOM BEPILIUHBI J10 JTH000H U3
MaKCHUMAaJIbHO ITyOOKHX BepIluH (Hanpumep, «O0CTpenbl/IbITKH/ KaTacTpO(bI»):
| -2.0.0-1.0.0.1.-1.0.2.-2.0.-2.0.0.-2.0| = 4.

Takum oOpa3zoM, BeTUIMHA CEMAaHTUIECKOTO CXOJICTBA MEXTy COOBITHSIMU X U Yy paBHa 0.125.

TexHonoruueckasi cxema MCIOJIb30BaHMS Takoro pacuiupenus smoeaaunros B RAG-cucreme
Ha IpUMepe BoIpoca 0 paboTax aBTopa NpHUBEIECHA Ha PUCYHKE 6.
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Pucynoxk 6 — Cxema padotbl 1000yuenHoii RAG
Figure 6 — Work scheme of the pre-trained RAG

3KCHepI/IMeHTaJILHOB HCCJICI0BaHHUC

DKCHepUMEHTHI TMPOBOIWINCH, Ha 0aze oOydaromiero kopmyca, cocrosero uz 6oixee 2000
OJICKTPOHHBIX ITOJUTHUYCCKUX HY6HHK3HHﬁ CICOYIOMUX I/IH(l)OpMaHI/IOHHBIX AHTJIOA3BIYHBIX
cepBUCOB. BBUIN HicCIIeTOBaHbI CIIETYIONIIE AIEKTPOHHBIE PECYPCHI.

3anagnbie xypHaIBL: aljazeera.com, bloomberg.com, cnn.com, indianexpress.com, msnbc.com,
nytimes.com, politico.com, theguardian.com.

Bocrounsie xxypHansi: en.kremlin.ru, en.globalaffairs.ru, government.ru/en/news/, inter-
fax.com, meduza.io/en, rbth.com, rossiyasegodnya.com, RT.com, sputnikglobe.com, tass.com.

st coopa oOydaromiero Kopiyca ¥ TOCIEIYIOIIETO CO30aHUA pecypca 3HAHUI B TEIAX
JOTIOJTHEHUSI MOJEJIed aBTOPOM CTaThd OBLT pa3pabOoTaH W HCIOJB30BaH MOIYIh cbOopa
Temarndeckux kopmycoB CorpusMining v. 2.1, ucnons3yromuii uactpymertapuii Googlesearch u
BeautifulSoup4 B cpene Python v.3.10, Anaconda v.2.1. Kpome TOro, Opuia paspaborana
cooctBenHass RAG-noncuctema [YuRAG v.1.0, renepupyromasi pecypchl 3HaHUM B MpeIMETHOM
obnactu «llonutnyeckue HoBocT/BoopyxkeHHble KOHPIUKTB. [1J1s1 BOIPOCHO-OTBETHOTO MOTYJIsS
RAG-cuctemsr [IYuRAG 1.0 ucnonp3oBanacs LLM RoBERTa-transformers 4.7 .

Pe3y.]'II)TaTI)I CPaBHUTCIIBHOI'O TECTUPOBAHUA IMTPHUBCIACHBI AaJICC.

Bompoc, 3agannsiit 28.09.2025:

«YT0 HOBOTO Mpou3onuIo 3a Henento B [Tanectuno-M3pamnbckom KoHGIUKTE?)

CoxkpallleHHbIE OTBETHI IPUBEACHBI HA PUCYHKE 7.
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ChatGPT & DeepSeek

YTO HOBOrO NPOU30LLING 33 HeAeNto B ManecTUHO-M3pannbCKoM
KOHbAnKTE? %

33 NOCNAHIOK HEARNID B NANECTUHO-N3PANNBCKOM KOHGAMKTE
NPOU3OLLNO HECKONBKO BaXHbIX COBLITHIA:

1. YcuneHuve CTONKHOBEHWI. B pazHbIX 4acTax 3anagHoro Gepera
Iaze 3a$VKCMPOBaHbI HOBbLIE CTONKHOBEHWUA MEXAY NanecTUHCKUMM
NPOTECTYIOWMMU U U3PAUNBCKUMU CUNamm 6e30NacHOCTU. Bbinn
COOBLLEHUA O XepTEax ¢ 06enx CTOPOH.

2. OTeeTHbIe 3aBNayAapLl M3pauna. B OTEET Ha pakeTHbIe 06cTpens!
13 CeKTOpa 333 U3pPannbCKan apMUa NPoBena Cepuio aenayaapoe
No 06HbeKTaM, CBA3AHHBIM C BOOPYXEHHBIMU MPYNNMPOBKaMU B
rase.

ChatGPTS5:

IgorY
Y70 HOBOro NPOU30LUNO 33 HeAento B ManecTMHO-U3pannsCcKom...

K coXaneHuto, A He MOry NPeAoCTaBUTb aKTyaNnbHY UHGOPMaUUIO
0 COBBITUAX, NPOUCXOAALLMX B ManecTMHO-M3pannsckom
KOH}AVKTe 33 NpoLueaLwyto Heaento. Kak A3bIKOBas MoAens, Mo
3HaHWA OrpaHNYeHbl 4aTON NOCNeAHero OGHOBNEHUA, U A He UMerD
AOCTyNa K ONepaTeHbIM HOBOCTAM B PeaflbHOM BPeMeHU.

IYuRAG:

° Question = 'Y1o HOBOro npousowno 3a Hepenw B lanecTuHo-U3paunbckom KoHdnukTe?'
IYuRAG (Question)

()

P® rovoBa npucoeauHUTbCA K apabckum M uMcnamckum uHuuyuatusam no lase, ckasan rnasa MUJ PO
EruneTr noppgepxan nnav Tpamna no npekpaweHuw OrHAa B cekTope [a3a.

23 ceHTabpa Tpamn BCTpeTunca ¢ npeactasutenamu Cayposckon Apasuu, OA3,

Erunta, Woppanuu, Katapa, Typuuum u UHgoHe3um, C KOoTOpbiMM OBCYyAMNn nepcnekTuBbl
yperynuposaHua KoupnukTa B cekTope [asa.

Apmua Uspauna koHTponupveT vxe 6Gonee nonosuHel ropoaa lasa.

Pucynoxk 7 — Kparkue pesyastarsl padorsl LLM u RAG
Figure 7 — Summary of LLM and RAG results

Kak cnenyer wu3 mnpuBeneHHnix pesynbratoB, ChatGPT & DeepSeek mnombitanacs
CHHTE3MPOBATh OTBET, OCHOBAHHBINA Ha OOIIMX MCTOPUYECKHUX 3HaHMIX O [lanectuHo-M3panibckoM
KOH(QJIMKTE, TOCKOJIBKY ATH TIOCIeIHIE HOBOCTH HE BXOJWIH B €€ 00yJaroImuii KOpPITyC Ha MOMEHT
npenoOydenus. OTBET MOJIyYHIICS BeChbMa IMOXOXKMM Ha TpaBAy, HO JAJIEKAM OT OCBEIICHHS
peasibHbIX cOOBbITHI Ha aary noceuUiku 3ampoca. ChatGPTS yectHo cooOmimia 0 HanU4Yuu y Hee
KaKOH-IMO0 HOBOCTHOM HMH(OPMAIMM TOJBKO Ha JaTy IOCIEAHEr0 OOHOBJICHUS €€ BEPCHH.
CnenoBarenbHO, 00€ IepeyHClIEHHblE OOJbIIME MOJENIM HE MOJIb3YITCA online-10cTyrnoM K
TEKYIIUM BHEITHIUM WH(OPMAIIHOHHBIM pecypcam.

OtBer RAG-cucremsl [YURAG 1.0 na 6a3e LLM RoBERTa-transformers 4.7 ucnosb3oBan
RAG-cxemy pnocryma K TEKYIIMM HOBOCTHBIM caiTaMm, B pE3yJlbTaTe dYero ObLI TOJIydeH
IIPUEMIIEMBII KOHKPETHBIN pe3yibTarT.

3akjaoueHue

[IponsBeneHHbIE 3KCIIEPUMEHTHI IO3BOJISIIOT CAETAaTh BBIBOJ O BBICOKOH 3(QeKTUBHOCTH
TEXHOJIOTUU PACIIUPEHUSI CEMaHTHYECKOTO MPOCTPAHCTBA HA OCHOBE MCIIOJIB30BAHUSI TAKCOHOMHUIA
C MepapXUUYECKHUMH YHcIIaMH. TeXHOJIOTHS TI03BOJISIET HAKAIUIMBATh aKTyaJIbHBIE PECYpChl 3HAHUN
st gonosiHeHuss uMu RAG-cuctem. Pesympratel ampobammu RAG-cucremsr [YuRAG 1.0
nokaszajnu  npourpbil OoapmuM sA36IKOBBIM MogensiM GPTS5 u GPT DeepSeek mo Bpemenu
00paboOTKM 3ampocoB TPHUMEPHO B JBa pa3a. OmgHako oOmiee aOCOJIIOTHOE BpeMsi OTBETa HE
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npesbimano 1-1,5 MUHYTBI, 4TO IO3BOJSET CUMATATh TECTUPYEMYKO CHCTEMY IPUMEHUMOM Ha
MIPaKTUKE B OTPAaHUYEHHOM MpeMETHOM 00J1aCTH MOJUTUYECKUX HOBOCTEH.

B 10 ke BpeMms npu onepatuBHOM mpenBaputesbHoil HacTpoiike IYuRAG 1.0 npenocrasusier
BO3MOXKHOCTh MOJy4YeHHUss Oojee HOBOW uH(Opmaruu (HampuMmep, 3a MPOIUIYI0 HENENI0) H3
HOBOCTHBIX JIEKTPOHHBIX PECYPCOB.
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A new technology for designing question-answering systems based on large generative language models
(LLMs) is being considered. The disadvantages of LLMs, the main being the lack of up-to-date information
that has appeared in information services in relatively recent time, are investigated.

The new technology is based on a modern approach to the development of large models with the
resources of new up-to-date or specific knowledge. Such systems are called RAG systems of augmented
generation (Retrieval-Augmented Generation, RAG). Additional databases are used to improve the quality of
dialogue in these systems. The author of the article suggests using the method of expanding the semantic
space for vectorization of natural language texts to generate new knowledge resources. The method is based
on a system of operations on a set of hierarchical numbers generated as semantic indices of dictionary
concepts and dictionary definitions of events. This makes it possible to more accurately calculate the
semantic proximity of dictionary constructions. The new approach can be used for specialized subject areas.

Software implementation of the proposed technology has been implemented in IYuRAG v.1.0 RAG
system. The design involved the previously developed CorpusMining v.2.1 module for collecting thematic
corpora, which is based on Googlesearch and BeautifulSoup4 tools in Python v.3.10 and Anaconda v.2.1. In
addition, LLM RoBERTa-transformers toolkit was used.

IYuRAG v.1.0 RAG system provides an opportunity to generate knowledge resources in «Political news/
Armed conflictsy domain. RAG system's question-and-answer module enhances the capabilities of existing
LLMs.

The aim of this article is to present a new method for designing RAG systems based on the use of
hierarchical numbers to expand the semantic space in large neural network generative models.

Keywords: augmented information generation, hierarchical number embeddings, neural network
transformers, natural language analysis, ontological taxonomies, and semantic space.
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